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Abstract: With the rapid development of Internet and artificial intelligence technology and the 
maturity of OCR technology, more software applications with OCR technology have entered 
people's daily lives. With the continuous development of deep learning technology in the field of 
vision, OCR technology has also broken through the bottleneck of the traditional technology 
framework. In recent years, a variety of detection algorithms such as anchor-based, pixel-based and 
pixel-anchor have emerged, and the use of machine recognition instead of manual entry has become 
a research hotspot. In this paper, the general research process of OCR in natural scenes, namely 
image preprocessing, text line location detection and text recognition, is reviewed. The problems of 
OCR text recognition and future research directions are expounded. 

1. Introduction 
With the rapid development of the Internet and artificial intelligence, more and more traditional 

work and repetitive work have been replaced by automated systems. OCR (Optical Character 
Recognition), one of the classic technologies in the field of computer vision, is commonly used for 
print recognition, document recognition, license plate recognition, license/business card/ticket 
recognition, and handwriting recognition. OCR technology can not only improve people's 
recognition efficiency, but also recognize many languages. It has high accuracy, high stability and 
strong applicability. It has been successfully applied to Microsoft, Nuance, OPENTEXT, Industrial 
and Commercial Bank of China, Huaxin Airlines and other well-known domestic and foreign 
companies, and has been tested by a large number of customers and various complex scenarios. 

With the popularization of information automation and office automation in China and the rapid 
growth of deep learning in recent years, the further development of OCR text recognition technology 
has been greatly promoted. This paper first gives a brief overview of the concept and process of text 
recognition. Then, the domestic and international research status and future research directions of 
image preprocessing, text line location detection algorithm and text recognition technology are 
elaborated and analyzed. Image preprocessing is mainly to process the image. Some processing 
methods make the image recognition more effective. It is indispensable to locate the text lines in the 
image to identify the text in the image. Therefore, the image preprocessing and text line location 
detection algorithms play an important role in the overall recognition process. 

2. OCR Text Recognition Overview 
OCR text recognition refers to the process of checking printed characters on an electronic device 

(such as a digital camera or scanner) and translating the shape into computer text using a character 
recognition method. That is the process of scanning the document, analyzing and processing the 
document image, and obtaining the text and layout information, which is suitable for multi-scene. 
The concept of optical character recognition was first proposed in 1929 by Tausheck, a German 
scientist, and applied for a patent. But this dream did not come true until the birth of computers. Up 
to now, it has become the use of optical technology to scan and recognize characters and characters. 
The development of OCR can be divided into three stages: the first stage, in the early 1960s, several 
famous companies in the world, such as IBM and NCR, launched their own OCR identification 
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software.  It can be described as the first generation of OCR identification products. At that time, 
the technology could only identify the numbers, English letters and some symbols of the printed 
body, and must be the specified font. In the second stage, OCR identification products are limited to 
the recognition of handwritten digits in the early stage; in the third stage, OCR develops to identify 
poor quality documents and large character sets. Text detection usually uses convolutional neural 
networks to extract scene image features and then process them by target regression [1, 2, 3], with 
semantic segmentation [4, 5] or by adding attention mechanisms [6, 7]. With the popularization of 
information automation and office automation in China and the rapid growth of deep learning in 
recent years, the further development of OCR text recognition technology has been greatly 
promoted. 

OCR is essentially image recognition, which includes three key technologies: image 
preprocessing, text detection, and text recognition. Firstly, the image is denoised, binarized and so on, 
to enhance the image feature effect; then the image feature is extracted and the target area is detected; 
finally, the characters in the target area are segmented and classified. In the research of traditional 
OCR text recognition, the classification process includes the following steps: first, image 
preprocessing; secondly, layout analysis, text line location; finally, character segmentation, 
recognition and post-processing. Until nearly five years ago, the traditional OCR recognition 
technology framework was still the most widely used in the industry. The key point of OCR is the 
rapid development of deep learning. With the rise of deep learning, the OCR recognition framework 
based on this technology and another new idea have quickly broken through the original technical 
bottlenecks, and has been widely used in industry.  

For OCR, images of different definitions have a greater impact on text recognition. For a long 
time, complex backgrounds, exposures, cluttered typographic styles, handwriting recognition, 
multi-language mixing, formula recognition and other issues are still difficult to overcome in 
computer academia and industry. Text detection in natural scenes has been widely used in artificial 
intelligence, image retrieval [46, 47], letter extraction, computer vision, video subtitles [48] and other 
fields. 

3. Text Recognition Process 
3.1 Image Preprocessing 

Image preprocessing is mainly to process the image. Some processing methods make it better to 
recognize the image when it is recognized. Therefore, image preprocessing plays an important role in 
the overall recognition process. Image preprocessing mainly includes noise reduction, enhancement, 
tilt correction and binarization. 

Noise is an important cause of image interference. There are many ways to reduce noise. The 
common methods are adding salt and pepper noise (salt = white, pepper = black) to the original 
image or using median filtering, minimum filtering and maximum filtering algorithms to reduce 
noise. 

Image enhancement is to enhance the useful information in the image, so that the contrast of the 
image is enlarged, the image becomes clear, and the features are more obvious. Grayscale stretching 
is one type of image enhancement, and grayscale stretching is also called contrast stretching. The 
commonly used image enhancement method also has a maximum entropy method, which distributes 
all the pixels in the image to different gray levels as much as possible, obtains the maximum entropy 
and performs histogram equalization processing. The image contrast of the histogram equalization is 
improved, and the image quality is improved. 

The image obtained by the input device is inevitably tilted into the recognition system, which will 
cause difficulties in subsequent image segmentation, character recognition, etc. Therefore, tilt 
correction is also an important part of image preprocessing. Hough transform, as a commonly used 
tilt correction algorithm, is one of the basic methods for identifying geometric shapes from images. 
Since Hough was proposed in 1962, this method is robust to noisy images and can be implemented 
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in parallel [12,13]. As early as 2002, Liang Dong, Fu Qizhong et al. [14] proposed using Hough 
transform and inverse Hough transform to locate and reconstruct the license plate area. After Yang 
Xining, Duan Jianmin et al. [53] also proposed a lane detection method based on improved Hough 
transform, using Hough transform based on dynamic ROI for lane tracking; narrowing the voting 
space scale of Hough transform space and improving real-time detection Sex and stability. Zhu 
Guiying and Zhang Ruilin et al. [15] proposed to improve Hough by replacing the classical cyclic 
process with multidimensional arrays. By contrast, the Hough transform detection speed and 
detection speed of multidimensional arrays are improved. 

In the threshold segmentation, the Otsu algorithm (Otsu method or the largest inter-class variance 
method) [49, 50] is widely used because of its advantages of simplicity, stability, and strong 
adaptability. It is an efficient algorithm for binarizing images. Compared with the traditional Otsu, 
Zhao Mengchao et al. [8] proposed an Otsu algorithm based on second-order oscillatory particle 
swarm optimization. For the segmentation results, the morphological analysis and the hole filling 
process are performed to obtain accurate segmentation results. The experimental results show that 
the proposed algorithm is about 88% higher than the traditional Otsu algorithm, and the global 
convergence is better than the traditional Otsu algorithm. Although the Otsu algorithm has the 
characteristics of simple operation and high efficiency, it has poor anti-interference ability. Lu Qiuju 
[10] proposed to eliminate the two-dimensional algorithm in the search for defects in the image, you 
can use two one-dimensional Otsu algorithms to find the threshold required for two-dimensional 
Otsu. For the problem of high complexity of 3D Otsu algorithm, the improved ion algorithm can be 
applied to the 3D Otsu algorithm. The experimental results show that adding the ion algorithm not 
only improves the program operation speed but also improves the anti-interference ability of the 
algorithm [11].  

3.2 Text Line Location and Detection Algorithms 
To recognize the text in the image, the text lines in the image should be located first. Detection 

algorithm plays an important role in image recognition. Traditional image text detection uses 
photoelectric scanning equipment to scan printed or handwritten documents into images, and then 
get the text [31] in document images. However, in the natural scene image, the background is 
complicated, the shape of the text, the shape and size of the font are not uniform, and the 
illumination is uneven, which is difficult to detect. Under the rapid development of deep learning, a 
variety of new detection algorithms have emerged, and anchor-based, pixel-based and pixel-anchor 
have shown good results in natural scenes. 

The traditional method runs fast and has low hardware configuration requirements, but it is only 
suitable for images with simple background. In the natural scene image, it is difficult to perform text 
detection due to complex background, text shape and uneven illumination. For traditional detection, 
it can be roughly divided into two categories: natural scene text detection method based on sliding 
window and natural scene text detection method based on connected domain. 

The natural scene text detection method based on the sliding window mainly uses a multi-scale 
sliding window to scan the entire image to search for the position of the text information in the 
image. Kim et al. [32] according to the consistency of text color and multi-resolution wavelet 
transform method, finally send the feature into the support vector machine, determine whether the 
candidate region is text, and finally get the text region. Chen et al. [33] proposed edge extraction of 
images using the Candy edge detection operator. Babenko et al. [34] used a sliding window in 
conjunction with a Histogram of Gradient (HOG) [35] and then filtered out the non-text regions in 
the graph using a Random Ferns classifier [36] to obtain a text region. Chen et al. [37] combined the 
multi-scale sliding window with the AdaBoost algorithm [38] to combine multiple weak text 
classifiers into a strong text classifier to filter out non-text regions in the graph. The detection speed 
of this method is significantly faster than other algorithms, but the accuracy of text detection is not 
high. Based on the connected-field natural scene text detection method, Jain et al. [39] proposed to 
first decompose the image into connected domains that do not overlap each other by color clustering, 
and then connect them into text lines according to the size and shape of the connected domains and 
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the distance relationship. Finally, the non-text lines are filtered according to the geometric rules of 
the text area. However, this method requires a lot of artificial definition of parameters, and the effect 
is not ideal in complex scenes. Epshtein et al. [40] proposed the Stroke Width Transform (SWT). 
The method utilizes the characteristics that the width of the character strokes is substantially the 
same, forms a stroke width map corresponding to the original image, and combines geometric 
reasoning to recover the original shape of the text, and extracts text of different scales in the complex 
background image, but does not apply to low resolution. Rate or occluded image. 

At present, the mainstream target detection algorithms use the anchor mechanism. The 
anchor-based methods are representative of CTPN, SegLink, and TextBoxes++. 

Zhi Tian, Weilin Huang et al. [16] proposed the link-based text proposal network CTPN, which 
can accurately locate the text lines in natural images, and innovatively developed a vertical 
anchoring mechanism, which greatly improved the accuracy of positioning. The advantage of CTPN 
is that the detected borders are accurate at 4 points above and below, and can detect long text. 
However, CTPN is only suitable for detecting horizontal text, not for oblique text and vertical text, 
and CTPN involves the merger of anchors. When to merge when it is not easy to master, post 
processing is complicated. 

SegLink is also a detection algorithm proposed by Baoguang Shi, Serge Belongie et al. [18] in 
the past two years. It is a detection algorithm that can detect text at any angle and long text. For 
better retrieval of multi-angle texts, Baoguang Shi, Serge Belongie et al. proposed to learn a rotation 
parameter based on the original. 

TextBoxes++ is based on the improvement of TextBoxes. TextBoxes can directly predict different 
scales of text, and use non-maximum suppression algorithm (NMS) [20] to process candidate text 
boxes to get the final text detection results, but the processing results are not ideal. In this regard, Yu 
Wei, Lu Yue et al. [21] proposed an improved TextBoxes network and improved non-maximum 
suppression algorithm. For the incomplete detection of non-maximum suppression algorithms, a text 
box fusion algorithm (Text-BBF) was proposed. The algorithm utilizes the positional relationship of 
the neighborhood candidate frames to fuse the candidate frames, remove redundant text boxes, and 
obtain more accurate text position information to improve text detection performance. But the 
TextBoxes algorithm can't detect multi-angle text in complex scenes, and TextBoxes++ is built on an 
end-to-end full convolutional network that can detect text in any direction. Li Weichong et al. [22] 
proposed an end-to-end trainable multi-directional scene image text recognition method (ie 
EX-TextBoxes++). Compared to two-stage text recognition, the proposed improvement shares 
convolution features between detection and recognition, and improves image text detection through 
multitasking. 

The representative methods of pixel-based are EAST, FOTS and PSENNet. 
There are multiple stages in text detection. For the usual detection algorithms [24, 25, 26], there 

are usually multiple stages such as candidate frame extraction, candidate frame filtering, bounding 
box regression, and candidate frame merging, and the text detection is divided into multiple stages. 
This increases the loss of text detection accuracy and running time to a certain extent, and thus 
Xinyu Zhou, Cong Yao et al. [23] proposed a new method to detect multi-angle texts in a simple, 
effective and accurate manner. The algorithm is called EAST. In order to realize end-to-end text 
detection, it is only divided into FCN to generate text line parameter stage and local perceptual 
non-maximum value suppression NMS stage. The simplicity of network model makes the speed and 
accuracy of text detection greatly improved. For a similar end-to-end trainable fast directional 
network, Liu Xuebo et al. [28] proposed a FOTS network for simultaneous text detection and 
recognition, sharing computational and visual information. FOTS has high performance, but it is not 
easy to detect long texts like EAST. 

Since text detection based on bounding box is difficult to find text of any shape in an image, most 
pixel-based segmentation detectors cannot separate text instances that are very close to each other. Li 
Xiang, Wang Wenhai et al. [29] proposed a novel progressive extended network (PSENet). PSENet 
can detect long text and curved text, but post processing is more complicated. Li Xiang, Wang 
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Wenhai and others also proposed a progressive scale expansion algorithm, the idea comes from the 
breadth-first search (BFS) algorithm. 

The combination of Pixel and anchor detection algorithm combines the advantages of pixel-based 
method and anchor-based method, and adopts FPN+ASSP mechanism to improve the network's 
receptive field. The combined model absorption advantages can solve texts of various scales and 
angles to a certain extent, but the anchor-based branch relies on strong manual setting anchors, and 
the anchor-based disadvantages may not be able to utilize the pixel-based method. Make up for the 
text that is back and cannot detect the curved arrangement. 

Different detection methods have their own characteristics and deficiencies. Based on different 
detection algorithms and methods, as shown in Table 1, it is important to select detection methods 
according to different data sets. 

Table 1. Detection algorithm comparison table 

Category Algorithm Advantage Disadvantage 

anchor-based 

CTPN Detectable long text Only detect 
horizontal text 

SegLink 
Detects long text, 
multi-angle text 

Post-detection is 
more complicated 

TextBoxes++ Can handle multi-angle text 
Can only detect 

medium and small 
text 

pixel-based 

EAST 
Can handle multi-angle text, 

simple structure 

Poor detection of 
long text is not 

effective 

FOTS 
Combined with detection 
and identification, high 

performance 

Poor detection of 
long text is not 

effective 

PSENet 
Detect long text, curve 

arrange text 
Post-detection is 

more complicated 

pixel-anchor pixel-anchor 
Text that can detect different 

scales and angles 
Unable to detect 

curved text 

Traditional 
method 

Natural scene text detection 
method based on sliding window 
and natural scene text detection 

method based on connected 
domain 

Fast running speed, suitable 
for fixed simple scenarios, 
low hardware configuration 

requirements 

Cannot be applied 
to complex scenes 

3.3 Text Recognition Technology 
After the image is pre-processed and text-marked or detected, the input image can be input into 

the module for text recognition, thereby obtaining text information into the image. Tesseract-OCR, 
CRNN+CTC, and CTC+ Attention are all popular text recognition technologies. 

Tesseract-OCR is a recognition engine developed by Google. It is an open source optical 
character recognition engine with high performance. This engine not only recognizes printed 
characters, but also recognizes standard handwritten characters, and has a certain ability of 
self-learning [51,52]. After training through the standard training set, the trained characters can be 
recognized more accurately. The Tesseract algorithm [41] is mainly divided into the following parts: 
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contour analysis, text line cutting, text block single character cutting, text feature extraction and first 
recognition, character recognition for misrecognition, language analysis, and so on. At present, 
Tesseract can support English, French, Italian, German, Spanish, Portuguese, Dutch recognition, and 
support ASCII, UTF-8 and other coding methods. Tesseract has many shortcomings. Tesseract 
requires that the input pictures have no complex background, horizontal text lines, space character 
spacing are basically consistent, and the computation speed is slow. It does not support multiple 
threads, nor does it support multiple instances in the same thread.  

CRNN network [42] + CTC model, no need to cut the characters, you can directly identify the 
sequence characters, get the recognition results. The two-dimensional LSTM [45] is cascaded to 
form a deep structure. CTC is characterized by the introduction of the blank character, which solves 
the problem of no characters in some locations. 

Attention-CTC model is a multi-task learning decoder [19] based on Attention Mechanism (AM) 
[54-55] and Connectionist Temporal Classification (CTC) [56] trained by Attention-CTC. It is a 
natural scene text algorithm proposed by Wenjie, Liu Jingbiao and others [17]. The new model is 
robust to text images with complex background and blurred fonts. It solves the problem that the long 
text sequence cannot be effectively predicted, is sensitive to noise, and is misaligned when decoding. 

4. Summary 
Natural scene detection has a wide range of applications in the fields of artificial intelligence, 

image and video processing. OCR was originally limited by traditional models and could not be 
applied to the detection and identification of complex scenes. With the rapid development of deep 
learning, the further development of OCR has been promoted, breaking through the limitations of 
traditional models. This paper mainly summarizes the overall process of OCR text recognition, and 
explains and analyzes image preprocessing, text line location detection algorithm and text 
recognition technology in detail.  

From the current stage, there are still many issues worthy of further investigation for OCR text 
recognition. There are several issues that need to be studied in depth in the future: 

Rich typographic style, complex background, image shooting angle, exposure, occlusion, text 
distortion and distortion will greatly affect the accuracy of image recognition. Currently, image 
preprocessing plays a vital role. Image preprocessing is the beginning of all recognition. 

There are many types of text line location detection algorithms, but the inadequacies of each 
algorithm are also obvious. It is impossible to simultaneously recognize multi-angle long text, curve 
text and long text in complex natural scenes. 

Therefore, we should strengthen the research of pretreatment technology to improve the restoring 
degree of image, to better carry out subsequent recognition. Although the combination of 
Pixel-anchor algorithm consumes longer time and cannot detect bending text, it improves the range 
requirements of text size, so we should try to improve and combine the detection algorithm to 
optimize the algorithm. 
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